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Motivation Experiments

On the job 
market

Given a human foreground image, an arbitrary background image, and a defined 
pose sequence, our IDOL generates high-fidelity video and the corresponding 

depth maps, which can be rendered as realistic 2.5D video.

Method

Unified dual-modal U-Net

Learning video-depth consistency

Human attribute outpainting
pre-training

Better identity preservation & depth alignment

Generalization to different depth maps
➢ Human-centric depth and whole-frame 

depth
➢ Gray-scale and colored depth images

➢ Challenges
❑ Video and depth are distinct modalities
❑ Most generative methods focus on RGB contents

➢ Insight
❑ Reframe depth generation as stylized image generation
❑ Convert depth maps to colored heatmaps (RGB)

Method (cont’d)

➢ Video LDM backbone
❑ 3D U-Net for video and depth denoising
❑ Pose control via ControlNet

➢ Sharing U-Net for joint video-depth denoising
❑ Parameter-efficient
❑ Learnable modality embedding for denoising modality control
❑ Implicit structural information learning

➢ Cross-modal attention
❑ Explicit cross-modal information exchange

➢ Joint video-depth denoising objective

Video and depth feature maps and motion 
fields visualization

➢ Video-depth inconsistency (blue circles) stem 
from mismatched feature motions

➢ Introduce motion consistency loss to align the 
feature motions
❑ Minimize MSE between video and depth 

feature cost volume

Comparison of HAP vs. HAOP
➢ HAP can produce background masks when the 

target post shifts (red circles)
➢ HAOP addresses this by filling in the masks

Generalization to different motion 
representations and pose control 
modules

State-of-the-art video and depth generation performance

yhzhai.github.io/idol
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